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1 About This Document

1.1 Purpose and Scope of this Document

This document will assist customers in evaluating, testing, configuring, and enabling RAID and AHCI
functionality on platforms using the Inte/® Rapid Storage Technology software for the chipset
components as listed in the product’s Readme.txt file.

This document also describes installation procedures, Caching Acceleration techniques, other RST
features, RAID volume management such as creating, deleting, and modifying volumes, common
usage models, and any special notes necessary to enable customers to develop their RAID-
compatible products.
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2 Intel® Rapid Storage
Technology

Intel® Rapid Storage Technology (Intel® RST) provides added performance and reliability for
systems equipped with serial ATA (SATA) hard drives and/or solid state disk (SSD) drives and/or
Peripheral Components Interconnect Express Solid State Drive (PCle SSD’s) to enable an optimal PC
storage solution. It offers value-add features such as RAID, advanced Serial ATA* capabilities (for
detailed OS support, review the Release Notes for each software release). The driver also offers Non-
volatile (NV) caching for performance and application acceleration with device of MEMORY GROUP 3
or faster used as the cache memory device.

The RAID solution supports RAID level 0 (striping), RAID level 1 (mirroring), RAID level 5 (striping
with parity) and RAID level 10 (striping and mirroring). Specific platform support is dependent upon
the available SATA ports.
A configuration supporting two RAID levels can also be achieved by having two volumes in a single
RAID array that use Intel® RST. These are called matrix arrays. Typical for desktops, workstations,
and entry level servers, Intel® RST RAID solution addresses the demand for high-performance or
data-redundant platforms. OEMs are also finding it beneficial to implement this RAID capability into
mobile platforms as well.
Reference documents:
For detailed use case information on the features also refer to the below documents on CDI
- RST 13.0 Validation Use case document

- RST Pre 13.0 Validation Use case document

2.1 Overview

2.1.1 Product Release Numbering Scheme

The product release version is divided into 4 sections or numbers (AA.B.CC.DDDD, e.g.

12.0.0.1001).

Number / Section Description

AA: This section represents the major release version of the

Major Release product. It usually is usually associated with a major change

Number in features or new platform/chipset launch.

B: This section represents the minor release version of the

Minor (Maintenance) |product. If this number is non-zero, then the release is a

Release Number minor release of the AA major release version. This can
represent a maintenance release with several bug fixes or it
can align with a platform refresh as example.

CC: This section represents customer specific hot fixes. If this

Hot Fix Release number is non-zero, then the release is a customer specific

Number hot fix release to resolve a customer specific issue.
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DDDD:
Release Build Number

This section represents the build number of release AA.B.CC,
Note: for production releases, the build number always
begins with the number ‘1’ (e.g. AA.B.CC.1001)

2.1.2 RAID Levels

RAID 0 (striping)

RAID 1 (mirroring)

RAID level 0 combines two to six drives so that all data is divided
into manageable blocks called strips. The strips are distributed
across the array members on which the RAID 0 volume resides.
This improves read/write performance, especially for sequential
access, by allowing adjacent data to be accessed from more than
one hard drive simultaneously. However, data stored in a RAID 0
volume is not redundant. Therefore, if one hard drive fails, all
data on the volume is lost.

The RAID 0 volume appears as a single physical hard drive with a
capacity equal to twice the size of the smaller hard drive.

The Intel® SATA AHCI/RAID controllers with Intel Rapid Storage
Technology allows up to six** drives to be combined into a single

RAID 0 array, providing additional scaling of storage performance.

**Note: the number of drives supported in a RAID 0 array is
dependent upon the chipset model. Please consult the
specification for your chipset to determine the maximum number
of drives supported in a RAID array.

RAID level 1 combines two hard drives so that all data is copied
concurrently across the array members that the RAID 1 volume
resides on. In other words, the data is mirrored across the hard
drives of the RAID 1 volume. This creates real-time redundancy
of all data on the first drive, also called a mirror. RAID 1 is
usually used in workstations and servers where data protection is
important.

The RAID 1 volume appears as a single physical hard drive with a
capacity equal to that of the smaller hard drive.

Intel Confidential
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2.1.3

RAID O

RAID 1

RAID 5

RAID 10

RAID 5 (striping with
parity)

RAID 10 (striping and
mirroring)

Typical

RAID level 5 combines three to six drives so that all data is
divided into manageable blocks called strips. RAID 5 also stores
parity, a mathematical method for recreating lost data on a single
drive, which increases fault tolerance. The data and parity are
striped across the array members. The parity is striped in a
rotating sequence across the members.

Because of the parity striping, it is possible to rebuild the data
after replacing a failed hard drive with a new drive. However, the
extra work of calculating the missing data will degrade the write
performance to the volumes. RAID 5 performs better for smaller
I/0 functions than larger sequential files.

RAID 5, when enabled with volume write-back cache with
Coalescer, will enhance write performance. This combines multiple
write requests from the host into larger more efficient requests,
resulting in full stripe writes from the cache to the RAID5 volume.
RAID 5 volume provides the capacity of (N-1) * smallest size of
the hard drives, where N >= 3 and <=4.

For example, a 3-drive RAID 5 will provide capacity twice the size
of the smallest drive. The remaining space will be used for parity
information.

RAID level 10 uses four hard drives to create a combination of
RAID levels 0 and 1. The data is striped across a two-disk array
forming a RAID 0 component. Each of the drives in the RAID 0
array is mirrored to form a RAID 1 component. This provides the
performance benefits of RAID 0 and the redundancy of RAID 1.
The RAID 10 volume appears as a single physical hard drive with a
capacity equal to two drives of the four drive configuration (the
minimum RAID 10 configuration). The space on the remaining two
drives will be used for mirroring.

*RAID 10 is currently NOT supported on RST PCle Storage
member disks.

Usage Model for RAID Levels

This provides end-users the performance necessary for any disk-
intensive applications; these include video production and editing,
image editing, and gaming applications.

This provides end-users with data redundancy by mirroring data
between the hard drives.

This provides end-users with good performance and data
redundancy by striping data and parity across all the hard drives.
The write performance is enhanced with volume write-back cache.

This provides end-users with the benefits of RAID 0 (performance)
and RAID 1 (data mirroring).
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2.1.4 Supported Platforms for This Release

Intel® Rapid Storage Technology provides enhanced management capabilities and detailed status
information for Serial ATA AHCI and RAID subsystems. Basic support for this release is on the
following hardware components.

Note: some RST features are limited to hardware and/or OS versions and will be documented in this
guide under each feature’s requirements.

New platforms/chipsets for 15.2 (in blue)

Kabylake (KBL) Platform / PCH: Kaby Point DT (KBP-H) + PCH: Sunrise Point Halo
SPT-H

e Chipset: Intel® 200 Series SATA AHCI/RAID Controller
— KBL Desktop SKUs: KPT-H:
— Q250%*
— B250*
— Z270R
— H270R
— Q270R

e Chipset: Intel® 100/C230 Series SATA AHCI/RAID Controller
— KBL Mobile Halo SKUs: SPT-H with Kabylake CPU:
— HM175R
— QM175R
— CM238R

e Chipset: Intel® X200 Series SATA AHCI/RAID Controller
— Basin Falls (BSF) High-End Desktop SKU: SPT-H with Kabylake CPU:
— X299R

*Denotes the Platform Does Not Support RAID
RDenotes PCle remappable SKU

Kabylake Platform / PCH: Sunrise Point (SPT): SPT-LP

e Chipset: Intel® 7th Generation Core Processor Family Platform I/O SATA AHCI/RAID
Controller
— Mobile SKUs: SPT-LP:

— Base-U*
— Premium-UR
— Premium-YR

*Denotes the Platform Supports AHCI Mode Only

RDenotes PCle remappable SKU

Legacy Platforms/chipsets
Skylake Platform / PCH: Sunrise Point (SPT): SPT-H and SPT-LP

e Chipset: Intel® 100 Series/C230 Chipset Family SATA AHCI/RAID Controller
— Desktop SKUs: SPT-H:
— Z170R
— H170R
— Q170R
— H110*
— B150*
— Q150*
— Mobile SKUs: SPT-H:
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— HM170R
— QM170R
— CM236R (mobile workstation)
— Workstation SKUs: SPT-H (Greenlow)
— C236R

e Chipset: Intel® 6th Generation Core Processor Family Platform I/O SATA AHCI/RAID
Controller
— Mobile SKUs: SPT-LP:
— Base-U*
— Premium-UR
— Premium-YR
*Denotes the Platform Supports AHCI Mode Only
RDenotes PCIe remappable SKU

2.1.5 Supported Operating Systems for This Release

Platform Support
OS Version
Kaby Lake | Skylake
N Y Microsoft Windows 7*!
N Y Microsoft Windows 7 x64 Edition*
N Y Microsoft Windows 8.1 *!
N Y Microsoft Windows 8.1 x64 Edition*
Y Y Microsoft Windows Server 2012 R2 x64 Edition*
Y Y Microsoft Windows 10* !
Y Y Microsoft Windows 10 x64 Edition*
Y Y Microsoft Windows 10 Threshold2* 1
Y Y Microsoft Windows 10 Threshold2 x64 Edition*
Y Y Microsoft Windows 10 Redstonel *

1 - These OS versions pass validation testing, but are not WHQL certified.

2.1.6 Supported MSFT* Performance Debug Tools

Beginning with Intel® Rapid Storage Technology 13.0, Intel® RST Driver supports the MSFT*
“Crimson” Event Tracing for Windows*(ETW) performance measurements for responsiveness. Please
see MSFT* for information on this ETW.
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3 Intel® Rapid Storage
Technology Suite

The Intel® Rapid Storage Technology Suite contains these core components:
1. Intel® Rapid Storage Technology (Intel® RST) OS runtime software package:
a. AHCI/RAID driver (and filter driver for backwards compatibility)
b. Graphical User Interface (Intel® RST UI) , optional
c. Event Monitor service (IAStorDataMgrSvc) optional; interfaces with:
i. Intel® RST UI (graphical user interface)
ii. Event Notification Tray Icon (IAStorlIcon)
iii. Windows system NT Event log
2. Intel® Rapid Storage Technology BIOS components:
a. Intel® Rapid Storage Technology RAID Option ROM (legacy support)
b. UEFI driver (with HII-compliant UI)

The following components are available for OEM manufacturing use only; NOT to be
distributed to end-users!

3. Intel® Rapid Storage Technology RAID utilities
a. Intel® RSTCLI 32/64-bit Windows/WinPE command line interface utilities (replaces RAIDCFG32/64
utilities)
b. DEVSLP Tool - command line utility for configuring DEVSLP register values
RcfgSata
i. DOS-based command line interface utility (legacy support)
ii. UEFI Shell-based command line interface utility
d. RcmpSata compliance utility
i. DOS-based Intel® RST RAID compliance check utility (legacy support)
ii. UEFI Shell-based Intel® RST RAID compliance check utility

3.1 Intel® Rapid Storage Technology Software

The Intel® RST software is the major component of the Intel® Rapid Storage Technology Suite. The
software includes the Intel® RST AHCI and RAID 32 and 64 bit drivers for supported Windows*
operating systems. The driver supports several Intel® Serial ATA AHCI/RAID controllers and will
recognize each unique device ID and sub-class code. Because of this, the driver must be installed
before the Windows operating system is installed onto a RAID volume or a single SATA hard drive
connected to the RAID controller. The driver, in conjunction with the Intel Rapid Storage Technology
option ROM, will provide boot capability for all supported RAID levels. The driver, in conjunction with
the Intel® RST UI, provides RAID volume management (create, delete, migrate, etc) within the
Windows operating system. It also displays SATA* device and RAID volume information. Included
with the software package is the RAID monitor service that monitors and reports various events of
the storage subsystem.
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3.2 Intel® Rapid Storage Technology Option ROM

The Intel® Rapid Storage Technology Option ROM is a standard Plug and Play option ROM that adds
the Int13h services and provides a pre-OS user interface for the Intel® Rapid Storage Technology
solution. The Int13h services allow a RAID volume to be used as a boot hard drive. They also detect
any faults in the RAID volume being managed by the RAID controller. The Int13h services are active
until the RAID driver takes over after the operating system is loaded.

The Intel Rapid Storage Technology option ROM expects a BIOS Boot Specification (BBS) compliant
BIOS. It exports multiple Plug and Play headers for each non-RAID hard drive or RAID volume, which
allows the boot order to be selected from the system BIOS's setup utility. When the system BIOS
detects the RAID controller, the RAID option ROM code should be executed.

The Intel Rapid Storage Technology option ROM is delivered as a single uncompressed binary image
compiled for the 16-bit real mode environment. To conserve system flash space, the integrator may
compress the image for inclusion into the BIOS. System memory is taken from conventional DOS
memory and is not returned.

3.3 Intel pre-OS RAID Configuration Utilities

The Intel RAID Configuration utility is an executable with capabilities similar to the Intel Rapid
Storage Technology option ROM. Both Legacy OROM and UEFI configuration utilities can operate in
16-bit MS-DOS* mode. It provides customers with the ability to create, delete, and manage RAID
volumes on a system within a DOS environment. For ease of use, the utility has command line
parameters that make it possible to perform these functions by using DOS scripts or shell
commands.

The RAID Configuration utilities use command line parameters. Below is a snapshot of the help text

displayed when using the -? flag. It shows the usage for all supported command line flags necessary
for creating, deleting, and managing RAID volumes.

3.3.1 RCfgSata Utility for MS-DOS* and UEFI
e Rcfgsata.exe = DOS application
e Rcfgsata.efi = UEFI application (UEFI shell required)

The command syntax for the Intel RAID Configuration utility is shown below:

rcfgsata.efi (or rcfgsata.exe) [/?] [/Y] [/Q] [/C:vol_name] [/SS:strip_size] [/L:raid_level]
[/S:vol_size] [/DS:disk_id] [/D:vol_name] [/X] [/I] [/P] [/U] [/ST] [/SP] [/V] [/RRT] [/Sync:
<Auto | Manual>] [/M:disk_port] [/EM] [/ER] [/ACCEL:vol_namel cache_vol mode] [/RA]

[/SD]
/? Displays Help Screen. Other options ignored.
/Y Suppress any user input. Used with options /C, /D, /SP & /X.

/Q  Quiet mode / No output. Should not be used with status commands.
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COMMANDS - Only one command at a time unless otherwise specified.

/C

/SS
/L
/S

/DS

/D

/X

/1

/P

/U
/SP
/ST
/v
/RRT
/Sync
/M
/EM

/ER

/ACCEL

/RA

/SD

Create a volume with the specified name. /S, /DS, /SS, & /L can be specified along with
/C.

Specify strip size in KB. Only valid with /C.
Specify RAID Level (0, 1, 10, or 5). Only valid with /C.

Specify volume size in GB or percentage if a '%' is appended. Percentage must be
between 1-100. Only valid with /C.

Selects the disks to be used in the creation of volume. List should be delimited by
spaces.

Delete Volume with specified name.

Remove all metadata from all disks. Use with /DS to delete metadata from selected
disks.

Display All Drive/Volume/Array Information. /P can be specified.

Pause display between sections. Only valid with /I or /ST.

Do not delete the partition table. Only valid with /C on RAID 1 volumes.

Marks the selected drive(s) as spare(s). Use with /DS

Display Volume/RAID/Disk Status.

Display version information

Create a recovery volume. Only valid with /C. Requires /M.

Set sync type for 'Recovery' volume. Only valid with /RRT.

Specify the port number of the Master disk for 'Recovery' volume. Only valid with /RRT.
Enable only master disk for recovery volume

Enable only recovery disk for recovery volume; /EM and /ER actions will result in change
from Continuous Update mode to On-Request.

Specify the volume to accelerate and acceleration mode
vol_namel - volume to accelerate
cache_vol - the volume to use as cache
mode - "enh" for enhanced, "max" - maximized
Removes the Disk/Volume Acceleration.

Synchronizes the data from the cache device to the Accelerated Disk/Volume.
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3.4 RSTCLI (32/64 bit) Windows Utilities

NOTE: RSTCLI Commands are CasE SenSitiVe

The Intel RSTCLI 32/64 utility is an executable. It provides OEMs with the ability to create, delete,
and manage RAID volumes on a system within a windows environment using command line
parameters that make it possible to perform these functions by using scripts or shell commands.
For use in all supported Windows OS including WinPE 32/64.

The command syntax for the Intel RSTCLI utilities is shown below:

USAGE: rstcli.exe (or rstcli64.exe)

Create Options:

Flag Name
-C --Create
-E --create-from-existing
-l --level
-n --name
-S --stripe-size
-Z --size
--rrt
--rrtMaster
--rrtUpdate

Create Usage:
Creates a new volume and array or creates a new volume on an existing array.
--create --level x [--size y] [--stripe-size z] --name string [--create-from-existing diskId] disklId

{[diskId]}

Create Examples:

-C -1 1 -n Volume 0-1-0-0 0-2-0-0 (format of the disk ID is "0-SATA_Port-0-0” where the
second digit from the left represents the SATA port on the platform where the disk is located; thus
0-1-0-0 represents SATA port # 1)

--create -1 0 -z 5 --name RAIDOVolume 0-3-0-0 0-4-0-0 0-5-0-0

-C -1 -E 0-1-0-0 -n VolumeWithData 0-2-0-0

-C --rrt -n RRTVolume 0-1-0-0 0-2-0-0 --rrtMaster 0-1-0-0

-C --rrt -n RRTVolume 0-1-0-0 0-2-0-0 --rrtUpdate Continuous

--create --help

Information Options:

Flag | Name
-I --information
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-a --array
-C --controller
-d --disk

-V --volume

Information Usage:
Displays disk, volume, array, and controller information.
--information --controller|--array|--disk|--volume {[device]}

Information Examples:

-I -v Volume

-1 -d 0-5-0-0

--information --array Array_0000
--information --help

Manage Options:

Flag | Name

-M --manage

-X --cancel-verify

-D --delete

-p --verify-repair

-f --normal-volume

-F --normal

-i --initialize

-L --locate

-T --delete-metadata

-Z --delete-all-metadata**
-N --not-spare

-P --volume-cache-policy
-R --rebuild

-S --spare

-t --target

-U --verify

-W --write-cache

**WARNING: Using this command deletes the metadata on ALL disks in the system.
There is no option to select individual disks with this command and there is
no warning prior to the command initiating and completing. To delete
metadata on individual disks use the -D (--delete) command with either
“volume_name” or “diskID".

Manage Usage:

Manages arrays, volumes and disks present in the storage system.
--manage --cancel-verify volumeName

--manage --delete volumeName

--manage --verify-repair volumeName

--manage --normal-volume volumeName

--manage --normal diskId

--manage --initialize volumeName
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--manage --locate diskId

--manage --delete-metadata diskld (deletes the metadata only on disks that are in a non-Normal
state e.g. offline or unknown)

--manage --delete-all-metadata

--manage --not-spare diskId

--manage --volume-cache-policy off|wb --volume volumeName

--manage --rebuild volumeName --target diskId

--manage --spare diskld

--manage --verify volumeName

--manage --write-cache true|false --array arrayName

Manage Examples:

--manage --spare 0-3-0-0

-M -D VolumeDelete

-M --normal 0-2-0-0

--manage -w true -array Array_0000
-M -U VolumeVerify

-M -Z

--manage --help

Modify Options:

Flag | Name

-m --modify

-A --Add

-X --expand

-l --level

-n --name

-S --stripe-size
-V --volume

Modify Usage:

Modifies an existing volume or array.

--modify --volume VolumeName --add diskld {[diskId]}

--modify --volume VolumeName --expand

--modify --volume VolumeName --level L [--add diskId {[diskId]} [--stripe-size s] [--name N]
--modify --volume VolumeName --name n

Modify Examples:

-m -v Volume_0000 -A 0-3-0-0 0-4-0-0
-m --volume ModifyVolume --level 5
--modify -v Volume -n RenameVolume
--modify --help

Accelerate Options:

Flag | Name
--accelerate
--createCache
--setAccelConfig
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--disassociate
--reset-to-available
--accel-info
--loadCache

--stats

Accelerate Usage:

Accelerates a given disk or volume with the specified SSD disk.

--accelerate --createCache|--setAccelConfig|--disassociate|--reset-to-available|--accel-info

--accelerate --createCache --SSD <diskId> --cache-size X [where 16 < X < 64]

--accelerate --setAccelConfig --disk-to-accel <diskIld> | --volume-to-accel <volume name> --
mode [enhanced | maximized | off]

--accelerate --disassociate --cache-volume <volume name>

--accelerate --reset-to-available --cache-volume <volume name>

--accelerate --accel-info

--accelerate --loadCache <files or directory> --recurse

--accelerate --stats

Accelerate Examples:

--accelerate --createCache --SSD 0-3-0-0 --cache-size X [where 16 < X < 64]
--accelerate --setAccelConfig --disk-to-accel 0-5-0-0 --mode enhanced
--accelerate --setAccelConfig --volume-to-accel MyVolume --mode maximized
--accelerate --disassociate --cache-volume Cache_Volume

--accelerate --reset-to-available --cache-volume Cache_Volume

--accelerate --accel-info

--accelerate --loadCache C:\Windows\*.* --recurse

--accelerate --stats

--accelerate --help

OPTIONS:

-A <<host>-<bus>-<target>-<lun>>, --add <<host>-<bus>-<target>-<lun>>
Adds new disks to an existing volume.

-a, --array
Lists information about the arrays in the storage system.

--accel-info
Lists information about Accelerate settings.

--accelerate
Accelerates a given disk or volume with the specified SSD disk.

-C, --create
Creates a new volume and array or creates a new volume on an existing array.

-c, --controller
Lists information about the controllers in the storage system.

--cache-size <MIN or MAX>
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Sets a size in gigabytes for the cache memory. This is an optional switch. If the size is not
specified, the complete size of the SSD will be used for acceleration.

--cache-volume <Volume name>
Specifies a name for the volume used as cache.

--createCache
Creates the cache.

-D <Volume name>, --delete <Volume name>
Deletes the specified volume.

-d, --disk
Lists information about the disks in the storage system.

--disassociate
Disassociates the Cache volume from acceleration

--disk-to-accel <<host>-<bus>-<target>-<lun>>
Specifies a disk if accelerating a pass-through disk.

--dynamic-storage-accelerator <true or false>
Enables/disables dynamic storage accelerator; using ‘true’ enables, ‘false’ disables.

-E <<host>-<bus>-<target>-<lun>>, --create-from-existing <<host>-<bus>-<target>-<lun>>
Identifies the disk if data is to be migrated from one of the disks. Disk identifier is SCSI address.

-F <<host>-<bus>-<target>-<lun>>, --normal <<host>-<bus>-<target>-<lun>>
Resets failed or SMART event disk to normal.

-f <Volume name>, --normal-volume <Volume name>
Resets failed RAID 0 volume to normal and recovers data.

-h, --help

Displays help documentation for command line utility modes, options, usage, examples, and
return codes. When used with a mode switch (create, information, mange, modify, or accelerate),
instructions for that mode display. For example, --create --help displays Create option help.

-I, --information
Displays disk, volume, array, and controller information.

-i <Volume name>, --initialize <Volume name>
Initializes the redundant data on a RAID 1, 5 or 10 volume.

-L <<host>-<bus>-<target>-<lun>>, --locate <<host>-<bus>-<target>-<lun>>
Locates device and blinks the LED.

-1<0,1,5, 10>, --level <0, 1, 5, 10>
Changes the Raid type of an existing volume. Options are migrations from RAID 1 to RAID 0 or
5, RAID 0 to RAID 5, and RAID 10 to RAID 5.

--loadCache C:\Windows\*.* --recurse
Used to pre-load files into the cache

-M, --manage
Manages arrays, volumes and disks present in the storage system.
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-m, --modify
Modifies an existing volume or array.

--mode <Enhanced or Maximized mode>
Specifies Accelerate mode as Enhanced or Maximized.

-N <<host>-<bus>-<target>-<lun>>, --not-spare <<host>-<bus>-<target>-<lun>>
Resets a spare disk to available.

-n <Volume name>, --name <Volume name>
Specifies a name for the volume created. Renames an existing volume in Modify mode.

-P <Volume name>, --volume-cache-policy <Volume name>
Sets volume cache policy to either off or wb.

-p <Volume name>, --verify-repair <Volume name>
Verifies and repairs the volume.

-q, --quiet
Suppresses output for create, modify, and manage modes. Not valid on info mode.

-R <Volume name>, --rebuild <Volume name>
Rebuilds the degraded volume.

-r, --rescan
Forces the system to rescan for hardware changes.

--reset-to-available
Resets the cache volume to available.

--rrt
Creates a recovery volume using Intel(R) Rapid Recovery Technology (RRT).

--rrtMaster <<host>-<bus>-<target>-<lun>>
Optionally creates a recovery volume that allows you to select a specific disk as the master disk.
Default is the first disk in the disk list.

--rrtUpdate <Continuous or OnRequest Update>
Specifies a data update setting when creating a recovery volume as Continuous or OnRequest.
Default is Continuous.

-S <<host>-<bus>-<target>-<lun>>, --spare <<host>-<bus>-<target>-<lun>>
Marks a disk as a spare.

--SSD <<host>-<bus>-<target>-<lun>>
Specifies SSD disk that will be used as cache. If another SSD is being used as cache, then that
volume needs to be deleted to use a new SSD disk.

-s <size in KB>, --stripe-size <size in KB>
Sets a stripe size in kilobytes (2710 bytes) for a volume. Valid when creating or changing the
type of a volume and for RAID 0, RAID 5 and RAID 10. Options are 4, 8, 16, 32, 64 and 128 KB.

--setAccelConfig
Sets the config for accelerating a volume or disk.
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--stats
Indicates percentage of cache usage.

-T <<host>-<bus>-<target>-<lun>>, --delete-metadata <<host>-<bus>- <target>-<lun>>
Deletes the metadata from the specified disk. (deletes the metadata only on disks that are in a
non-Normal state e.g. offline or unknown)

-t <<host>-<bus>-<target>-<lun>>, --target <<host>-<bus>-<target>-<lun>>
Indicates the pass-through disk to be used for rebuilding a degraded volume.

-U <Volume name>, --verify <Volume name>
Verifies data on the volume.

-u <password>, --unlock <password>
Unlocks a disk.

-V, --version
Displays version information.

-v, --volume
Lists information about the volumes on the system. Stipulates the volume to act on when used
in Modify or Manage mode.

--volume-to-accel <Volume name>
Specifies a name of the volume to be accelerated.

-w <true or false>, --write-cache <true or false>
Enables or disables write cache for all disks that are part of an array.

-X, --expand
Expands a volume to consume all available space in an array.

-x <Volume name>, --cancel-verify <Volume name>
Cancels a verify operation in progress.

-z <size in GB>, --size <size in GB>
Sets a size in gigabytes. This is an optional switch. If the size is not specified or specified to O,
then the maximum size available will be used.

-Z --delete-all-metadata

Deletes the metadata on all disks in the system without any warning prior to initiating and
completing the action.

RETURN CODES:

0, Success
Request completed successfully.

1, Request Failed
Request is formatted correctly but failed to execute.

2, Invalid Request
Unrecognized command, request was formatted incorrectly.
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3, Invalid Device
Request not formatted correctly, device passed in does not exist.

4, Request Unsupported
Request is not supported with the current configuration.

5, Device State Invalid
Request is not supported with the current device state.

20, Invalid Stripe Size
Stripe size is not supported.

21, Invalid Name
Volume name is too long, has invalid characters, or already exists.
Volume name cannot exceed 16 English characters.

22, Invalid Size
Size requested is invalid.

23, Invalid Number Disks
Number of disks requested is invalid.

24, Invalid RAID Level
RAID level requested is invalid.

Table 3-1:

3.5 UEFI System BIOS and the Intel® RST UEFI/RAID
Package

Beginning with the Intel® RST 11.5 Release version, the product provides a native UEFI driver for
OEMs and their BIOS vendors to integrate into their RAID-enabled platforms (Not required for AHCI
mode platforms).

3.5.1 Specification References

This document is not intended to be a go-to document for the UEFI specification. The specification
is owned by the UEFI working group and detailed information regarding UEFI can be found in
documents published by that organization. The Intel® RST UEFI driver implementation conforms to
the UEFI specification and is in compliance with version 2.3.1.

UEFI Specifications and Location
Specification Location
UEFI Specification version 2.3.1 (http://www.uefi.org/specsandtesttools)

UEFI Platform Initialization Specification version 1.2 | (http://www.uefi.org/specsandtesttools)
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| UEFI Shell Specification version 2.0 (http://www.uefi.org/specsandtesttools )

3.5.2 What Intel® RST Provides to OEMs/BIOS Vendors

3.5.2.1 Intel® Rapid Storage Technology UEFI Driver

This is the main component of the Intel® RST pre-0OS EFI solution. It is provided in three different
formats:

RaidDriver.efi (filename):
e UEFI driver that requires integration into the UEFI System BIOS by the OEM’s BIOS
vendor. This file can be placed into the OEMs’ UEFI BIOS source build where their tools
can integrate it.

RaidDriver.ffs (filename):
e The Intel® RST UEFI driver (RaidDriver.efi) is wrapped in the Firmware File System
(.ffs)
e Useful for an external tool to integrate the binary into a compiled BIOS image. Firmware
File System Details:
o Firmware File Type - EFI_FV_FILETYPE_DRIVER (0x07)
o File GUID - 90C8D394-4E04-439C-BA55-2D8CFCB414ED
o 2 Firmware File Sections
= EFI_SECTION_PE32 (0x10)
= EFI_SECTION_USER_INTERFACE (0x15)
Name “SataDriver”

RaidDriver.bin (filename):
e This is an optional format that is provided to OEMs that might want it delivered as a PCI
3.0 UEFI OROM
e Disadvantage of the UEFI OROM format is that it likely will require the BIOS to have a
Compatibility Support Module (CSM) in order to function

3.5.2.2 Intel® RST UEFI User Interface
An HII-compliant user interface is provided for the pre-boot configuration of the RAID system,
including management of Intel® Smart Response Technology. The same functionality provided in
the legacy OROM UI is available in this UI.
e The Ul is integrated within the UEFI driver binary (RaidDriver.efi, .ffs, and .bin files)
e Per the UEFI specification, we publish the UI as string and forms packages
e The Ul is accessible from within the UEFI BIOS (How the user accesses it from within the
BIOS is OEM-dependent upon implementation)
e The text string ‘Intel(R) Rapid Storage Technology’ will be displayed as the selection to enter
the UI
e Some OEMs may want to hard assign where the Intel® RST UEFI GUI will be located within
their BIOS.

¢ The Intel® RST UEFI Driver FORMSET_GUID is:
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FORMSET_GUID { ©xd37bcd57, ©xabal, ©x44e6, { 0xa9, Ox2c, 0x89, 0x8b, 0x15, ox8f,
ox2f, ox59 } }
{D37BCD57-ABA1-44e6-A92C-898B158F2F59}

Figure 1: Example location of RST UEFI UI in a System BIOS
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3.5.2.3 Command line RAID Configuration Utility

RcfgSata.efi (filename):
e A UEFI application that requires booting to the UEFI Shell environment to run
e Same functionality and commands as have been provided by the legacy DOS version
(RcfgSata.exe) in previous releases of the Intel® RST product.
e Requires the exact same version of the RST UEFI Driver to be loaded on system in order
to function.

Figure 2: rcfgsata command line syntax

£s2:111.5\1141 Beta\OROM> rcfgsata /st
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3.5.2.4 Command line RAID Compliance Checking Utility

RcmpSata.efi (filename):
e A UEFI application that requires booting to the UEFI Shell environment to run.
e Investigates if the list of UEFI required protocols by the RST UEFI Driver are present.
Also provides a list of the protocols published by the RST UEFI Driver and the
capabilities/features of the RST UEFI Driver.

Figure 3: rcfgsata command line syntax

£s52:\11.5\1141 Beta\OROM> rcfgsata /st

£52:111.5\1141 Beta\OROM> rcmpsata > output.txtf]

3.5.3 UEFI System BIOS Requirements for Platform
Compatibility with Intel® RST UEFI

This section covers what the OEM/BIOS Vendor is required to accomplish in order to ensure that the
platform is compatible the Intel® RST UEFI driver.

3.5.3.1 Required Protocols/Functions to be Provided by the UEFI
System BIOS

The Intel® RST UEFI driver requires the following protocols/functions to be provided by the BIOS:

EFI_BOOT_SERVICES:
e LocateHandleBuffer
e OpenProtocol
e CloseProtocol
e WaitForEvent
e HandleProtocol
e FreePool
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AllocatePages

AllocatePool
InstallMultipleProtocolInterfaces
UninstallMultipleProtocolInterfaces
Stall

EFI_RUNTIME_SERVICES:

SetVariable
GetVariable
GetTime

Other Protocols:

EFI_ACPI_TABLE_PROTOCOL (or EFI_ACPI_SUPPORT_PROTOCOL (EDK117))

3.5.3.2 Optional Protocols/Functions to be Provided by the UEFI

System BIOS

If the OEM plans to use the Intel® RST HII-compliant UI, then the following protocols/functions
are required to be provided by the BIOS:

Form Browser 2 Protocol
Config Routing Protocol
HII String Protocol

HII Database Protocol

3.5.3.3 Protocols Provided by the Intel® RST UEFI Driver

The Intel® RST UEFI driver provides the following protocols:

Driver Binding Protocol
Component Name Protocol (English only)
Component Name 2 Protocol (English only)
Driver Supported EFI Version Protocol
Device Path Protocol
Config Access Protocol
EFI_BLOCK_IO_PROTOCOL
o For Logical Devices
EFI_STORAGE_SECURITY_PROTOCOL
o For Non-RAID disks that support TCG Feature Set
EFI_EXT_SCSI_PASS_THRU_PROTOCOL:
o All SCSI commands are supported (for ATAPI devices)
EFI_ATA_PASS_THRU_PROTOCOL:
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o Non-RAID disks:

All ATA commands are supported

o RAID disks (only the following commands are supported):

EXECUTE DEVICE DIAGNOSTIC (0x90)
IDENTIFY DEVICE (0XEC)

IDLE (OXE3)

IDLE IMMEDIATE (OxE1)

SECURITY DISABLE PASSWORD (0xF6)
SECURITY ERASE PREPARE (0xF3)
SECURITY ERASE UNIT (OxF4)
SECURITY FREEZE (OXF5)

SECURITY SET PASSWORD (0xF1)
SECURITY UNLOCK (OxF2)

SET FEATURES (OXEF)

SMART READ DATA (0xB0 / 0xDO)
SMART READ LOG (0xB0 / 0xD5)
SMART RETURN STATUS (0xBO / 0xDA)
STANDBY (0XE2)

STANDBY IMMEDIATE (OXEO)

o All disk types:

EFI_ATA_PASS_THRU_PROTOCOL_ATA_NON_DATA
EFI_ATA_PASS_THRU_PROTOCOL_PIO_DATA_IN
EFI_ATA_PASS_THRU_PROTOCOL_PIO_DATA_OUT
EFI_ATA_PASS_THRU_PROTOCOL_DEVICE_DIAGNOSTIC
EFI_ATA_PASS_THRU_PROTOCOL_UDMA_DATA_IN
EFI_ATA_PASS_THRU_PROTOCOL_UDMA_DATA_OUT
EFI_ATA_PASS_THRU_PROTOCOL_RETURN_RESPONSE

3.5.4 How-to-Enable the Platform with Intel® RST UEFI
Driver/HII_GUI

This section covers what the OEM/BIOS Vendor is required to accomplish in order to ensure that the
platform is compatible with the Intel® RST UEFI driver.

3.5.4.1 Step1: Platform UEFI BIOS

1. Ensure that the UEFI System BIOS meets UEFI Specification 2.3.1 compliance

2. The BIOS must provide the following protocols:

o EFI_Boot_Services Protocols (see section 3.5.3.1)

o EFI_Runtime_Services Protocols (see section 3.5.3.1)
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o EFI_HII Protocols** (see section 3.5.3.2) *** Required for the Intel® RST UEFI UI

3.5.4.2 Step2: Download and Integrate the Intel® RST UEFI Package
1. Download the latest kit from the Intel VIP (Validation Internet Portal) website. From the kit
select the efi_sata.zip file which will contain the UEFI driver binary files (RaidDriver.efi,
RaidDriver.ffs, and RaidDriver.bin)
2. Select and extract the binary file based on the planned integration method:

o RaidDriver.efi: Use this binary if planning to integrate at the time of the BIOS image build

o RaidDriver.ffs: Use this binary if planning to integrate into an already built BIOS image

o RaidDriver.bin: Use this binary if planning to integrate as legacy type OROM (CSM may also
be required)

3. Use the proper integration tools based on the binary file selected above

3.5.4.3 Step3: Verify Compliance

1. From the efi_sata.zip downloaded in step 2, extract the RCmpSata.efi file.
2. Place the file on a USB thumb drive and insert the drive into the platform

3. Boot to the UEFI Shell environment.

4. Run the RCmpSata.efi application (it's a command line utility): at the prompt type the
command:

o To print to screen: rcmpsata.efi
o To printto a file: rcmpsata.efi > comply. txt

5. Ensure all sections pass with no fails reported

3.5.5 Known Compatibility Issues with the UEFI Self
Certification Test (UEFI SCT) tool

The following UEFI 2.3.1 SCT tests will appear as FAIL in reports generated using the “Report
Generation” tool of the SCT framework. The “Report Generation” tool is the only method that
should be used to determine if tests fail. Do not determine test failing test results by viewing the
raw log files. The “Report Generation” tool will discard any test results that failed due to an invalid
system configuration.
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3.5.5.1 Bootable Image Support Test\Block IO Protocol Test

EFI_BLOCK_IO_PROTOCOL.Reset - Reset() returns EFI_SUCCESS with ExtendedVerification being
TRUE
e TestIndex: 5.7.5.1.1

e Test GUID: 61EE3A34-62A2-4214-B076-5073B177156C
e Reason: The Intel® RST UEFI driver does not support Reset - EFI_UNSUPPORTED is
returned.

EFI_BLOCK_IO_PROTOCOL.Reset - Reset() returns EFI_SUCCESS with ExtendedVerification being
FALSE
e Test Index: 5.7.5.1.2

e Test GUID: 98530F3D-8BD8-44A1-9D06-08039FDFEC63
e Reason: The Intel® RST UEFI driver does not support Reset - EFI_UNSUPPORTED is
returned.

EFI_BLOCK_IO_PROTOCOL.ReadBlocks - ReadBlocks() returns EFI_SUCCESS with valid parameter
e TestIndex: 5.7.5.2.1
e Test GUID: 9EFE26C2-C565-478A-A0B4-05A8FD2E7E3E
e Reason: Test called ReadBlocks() with a BufferSize of 0 so EFI_BAD_BUFFER_SIZE is
returned. The UEFI 2.3.1 specification states for ReadBlocks, “"The size of the Buffer in
bytes. This must be a multiple of the intrinsic block size of the device.”

3.5.5.2 ATA Bus Support Test\ATA Pass-Thru Protocol Test

EFI_ATA_PASS_THRU_PROTOCOL.BuildDevicePath - call BuildDevicePath with NULL DevicePath.
e TestIndex: 5.7.8.2.1
e Test GUID: D72E6A78-5292-4493-9040-B0445A9C1714
e Reason: The Intel® RST UEFI driver does not support BuildDevicePath - EFI_UNSUPPORTED
is returned

EFI_ATA_PASS_THRU_PROTOCOL.BuildDevicePath - call BuildDevicePath with invalid Port.
e Test Index: 5.7.8.2.2
e Test GUID: A42A0E01-7B80-46E4-A757-86C4EC53F4E4
e Reason: The Intel® RST UEFI driver does not support BuildDevicePath - EFI_UNSUPPORTED
is returned

EFI_ATA_PASS_THRU_PROTOCOL.BuildDevicePath - call BuildDevicePath with invalid
PortMultiplierPort
e Test Index: 5.7.8.2.3

e Test GUID: 322F00C1-F6BF-41ED-AEFD-AAC48F3FA9DB
e Reason: The Intel® RST UEFI driver does not support BuildDevicePath - EFI_UNSUPPORTED
is returned

EFI_ATA_PASS_THRU_PROTOCOL.BuildDevicePath BuildDevicePath() with available device, device
path

e Test Index: 5.7.8.2.4

e Test GUID: 230D44B6-CE53-42B6-9BA6-3D115D492B33 should be created.
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e Reason: The Intel® RST UEFI driver does not support BuildDevicePath - EFI_UNSUPPORTED
is returned

EFI_ATA_PASS_THRU_PROTOCOL.GetDevice GetDevice() with NULL device path.
e Test Index: 5.7.8.3.1

e Test GUID: 0F2F0849-690B-48EA-8E35-64363FAA8C5C
e Reason: The Intel® RST UEFI driver does not support GetDevice - EFI_UNSUPPORTED is
returned

3.5.5.3 HII Test\HII Config Access Protocol Test

HII_CONFIG_ACCESS_PROTOCOL.RouteConfig - RouteConfig() returns EFI_NOT_FOUND if no target
was
e Test Index: 5.18.6.2.3

e Test GUID: 1F99EBC8-0253-455F-88AC-9E2BA6DCD729 found with the routing data.

e Reason: Intel® RST UEFI driver does not support RouteConfig — EFI_UNSUPPORTED is
returned. RouteConfig is not supported so that Intel® RST HII form values are only modified
by the Intel® RST driver itself.

HII_CONFIG_ACCESS_PROTOCOL.RouteConfig - RouteConfig() returns EFI_INVALID_PARAMETER
with Configuration been NULL
e Test Index: 5.18.6.2.1

e Test GUID: 495C99F3-0231-45A5-AFFA-D25C6F9A191C

e Reason: is caused by not using EFI HII Configuration Access Protocol (see section 31.4 in
UEFI 2.4 specification) in RST UEFI Driver. The RST software does not use it as it is not
necessary.

HII_CONFIG_ACCESS_PROTOCOL.RouteConfig- RouteConfig() returns EFI_SUCCESS with valid
parameters
e Test Index: 5.18.6.2.4

e Test GUID: 1A15DF85-6CC1-43F2-9B86-218BD5FDF4A0

e Reason: is caused by not using EFI HII Configuration Access Protocol (see section 31.4 in
UEFI 2.4 specification) in RST UEFI Driver. The RST software does not use it as it is not
necessary.
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4 New in Release Version 15.x

4.1 15.2 Release

4.1.1 New Features/Specifications in This Release
4.1.1.1 Compatibility with Microsoft Windows Device Guard
4.1.1.2 Microsoft Redstone OS Support

4.1.1.3 Support for McAfee SW Full Disk Encryption:
SATA Pass-through disk

PCIe Pass-through disk

RAID

SRT Block Cache + Extra Space Volume

4.1.1.4 Support for Bitlocker SW Full Disk Encryption:
SATA Pass-through disk

PClIe Pass-through disk

RAID

SRT Block Cache + Extra Space Volume

4.1.2 Updated Features/Specifications in This Release

4.1.2.1 PCIe NVMe Pre-0S
e Support for Admin command: Format NVM (80h) to RAID member
e Support for Admin command: Format NVM (80h) to SRT member

4.2 15.0 Release

4.2.1 New Features/Specifications in This Release

4.2.1.1 Driver Assisted Striping

This is a performance enhancement feature for selected Intel-brand NVMe SSDs.
This feature is only supported on remapping-enabled Intel platforms. There is no
user interaction or configurable parameters for this feature.
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4.2.2 Updated Features/Specifications in This Release

4.2.2.1 PCle

Modern Standby support is updated to include remapped PCle NVMe SSDs. PCIe
AHCI devices are NOT SUPPORTED.

4.2.2.2 RTD3

RTD3 support is updated to include remapped single pass-through PCle NVMe
devices. PCIe AHCI devices are NOT SUPPORTED.

4.2.2.3 RAID/SRT

Feature enhancements/updates for the RAID and SRT features when creating a RAID
volume form existing partitioned disk or accelerating a partitioned disk (usually the
system disk)
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5

14.x Features

5.1 General Overview
5.1.1 Windows 10 OS Upgrade Recommendations
oS Steps:
Windows 8.1 1. Download Windows10 x64 iso from official Microsoft Insider
x64 ' website: https://insider.windows.com/
2. Upgrade driver to version 13.2.4.1000
. 3. Openiso and launch setup.exe to update directly from current system Windows 8.1 x64
Windows 8 x64 / Windows 8 x64
(Legacy / UEFI) 4.  Follow the Windows 10 setup steps
1. Download Windows10 x32 / 10 x64 iso from official Microsoft Insider website:
Wind 7 x32 https://insider.windows.com/
"164°WS x 2. Upgrade RST driver to version 13.2.4.1000 or higher.
/x 3. Open iso and launch setup.exe to update directly from current system Windows 7 x86 /
Windows 7 x64
(Legacy / UEFI) 4. Follow the Windows10 setup steps

5.1.2

PCIe/SATA Remapping

Beginning with the Intel® RST 14.0 Release version, NVMe storage devices over the PCle bus are
supported on the following Skylake PCH SKUs:

Skylake(SPT) PCH SKU

C236 (3)
CM236 (3)
Z170 (3)
Q170 (3)
H170 (2)
HM170 (2)
QM170 (2)
Premium-U (2)
Premium-Y (2)

PCH Family Segment

SPT** PCH-H Workstation

SPT PCH-H Mobile Workstation
SPT PCH-H Desktop

SPT PCH-H Desktop

SPT PCH-H Desktop

SPT PCH-H Mobile

SPT PCH-H Mobile

SPT PCH-LP Mobile-LP

SPT PCH-LP Mobile-LP

Note: Support for NVMe storeage devices over PCIe will not be backwards compatible (not
supported) on pre-Skylake PCH platforms.

**SPT denotes Sunrise Point PCH
(n) denotes the total number of RST PCle storage devices supported

See Apendix D for available remapping configurations for Sklylake (SPT) PCH to meet
OEMs’ specific platform design requirements.
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Skylake PCH-H HSIO Details (Lanes 15 — 26) PCIe lanes 9 - 20

PCle Controller #3 :| (Cycle Router #1) PCle Controller #4 | (Cycle Router #2) PCle Controller #5 | (Cycle Router #3)
KU 15 16 17 18 19 20 21 22 23 24 25 26
pcle/ | PCle/ pcle/ | pcle/ | pcies | Pcie/
HM170 | sata SATA PCle PCle SATA SATA SATA SATA N/A N/A N/A N/A
pcle/ | Ppcle/ pcle/ | pcle/ | pcies | pcles
aM170 | cara SATA PCle PCle SATA SATA SATA SATA N/A N/A N/A N/A
H170 pcle/ | Ppcle/ vl vl pcle/ | pcie/ | pcle/ | pcles ath ath bl bl
SATA SATA € € SATA SATA SATA SATA € €
170 pcle/ | Ppcle/ pele pCle pcle/ | pcle/ | pcle/ | pcies | pcies | pcies pCle pCle
SATA SATA SATA SATA SATA SATA SATA SATA
1170 pcle/ | Pcle/ ol ol pcle/ | pcie/ | pcie/ | pcies | pces | pcies ol ol
SATA SATA € € SATA SATA SATA SATA SATA SATA € €
c236/ | pcle/ | Pcle/ ol ol pcle/ | pcle/ | pcie/ | pcies | pces | pcies | pces | pcies
cM236 |  SATA SATA € € SATA SATA SATA SATA SATA SATA SATA SATA
x4 x4 x4
x2 | X2 x2 | x2 x2 | X2
Intel RST PCle Storage Device #1 Intel RST PCle Storage Device #2 Intel RST PCle Storage Device #3

HM170,
** H170 Supports Only a Maximum of 2 Remapped PCle Devices (Controllers) of the 3 Available

H170**,Q170, 2170, C236
Qm170 >

Skylake PCH-H SATA/PCIe Muxing

SPT-H
HSIO 15| 16| 17 18] 19( 20| 21| 22| 23| 24 25| 26

) ) h-) ) v ) o ) ) v ) v
o o o o o o o o o o o o
o o o o o o o o o o o o
3+ 3+ * * * * 3 H* * * 3 =
o = [ = = = = = [ = = N
o o [ N w ) (%) (<] ~N (-] o o

B

> >

=) =

> | =

- =d

L

=] 3

= 2

m_ fD_

x4 x4 x4
x2 x2 X2 X2 x2 x2
Intel RST PCle Storage | Intel RST PCle Storage | Intel RST PCle Storage
Device #1 Device #2 Device #3
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Skylake PCH-LP HSIO Details (Lanes 9 — 16) PCIe lanes 5 - 16

PCH-LP HSIO

Detail (Lanes 9 -16) (PCle #5 -#12)

PCle Controller #2

PCle Controller #3

HSIO

9

10 11 12 13

14 15

16

Prem-U

PCle

PCle PCle /SATA | PCle /SATA PCle

PCIE

PCle /SATA

PCle /SATA

Prem-Y

PCle

PCle PCle /SATA | PCle /SATA PCle

PCIE

N/A

N/A

x4

X2

X2 X2

X2

Intel RST PCle Storage Device #1

Intel RST PCle Storage Device #2

Y-

Skylake PCH-LP SATA/PCIe Muxing

>

SPT-LP Premium-U

HsIO 9 10 11 12 13 14 15 16
- ° b ° b ° b °
o o o o o o o o
o 3 o o o o o o
2 b * E 2 E E E
n o ~ ® © =3 n B

5] " N
g
>
R
z
=
©
1
3
2
08

5.2

HSIO

SPT-LP Premium-Y

10

11

12

13

14

X2

X2 X2

X2

Intel RST PCle Storage Device #1

Intel RST PCle Storage Device #2

5.2.1

5.2.2

40

14.8 Release

Windows Threshold-2 OS Support

Intel® RST will support Windows* Threshold-2 OS on RST pre-14.8 driver for 90 days
after OS RTM. After which time Intel will not accept any bugs/issues submitted
against Intel® RST on any systems running the Threshold-2 OS and any RST pre-

14.8 driver package.

FUA Customization for PCIe NVMe Devices

S# 310d

9# 31Dd

L#31Dd

8#310d

6#310d

0T# 31dd

x2

X2

x2

Intel RST PCle Storage Device #1

Intel RST PCle Storage

Device #2

This customization allows the RST product to provide more accurate settings for FUA in
‘Battery-backed’ systems and during benchmarking activities for NVMe devices.

5.2.2.1

Battery Presence Detection

The RST INSTALLER creates a registry key and sets the appropriate

value when it detects a battery-backed system:
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Registry Key:
'HKLM\SYSTEM\CurrentControlSet\Services\iaStoreA\Parameters\Device\lsSystemOnB
attery'

Available vaules are:
0 = no battery detected in the system, 1 = battery detected in the system.

5.2.2.2 Ignore FUA for PCIe NVMe Devices
The RST DRIVER shall use "Ignore FUA" mechanism per each NVMe PCle
storage device in the system. This gives more accurate/real world action of
FUA during benchmarking activities.

5.2.3 RST API Passthrough IOCTL Support for SATA/NVMe Device FW
Upgrade

SATA Limitation Supportis limited to only those SATA drive models that are compliant with
the "Windows 10: Storage Firmware Updates” document; see section "SATA

Requirements”.

5.2.3.1 Device Firmware Upgrade

The RST DRIVER provides an IOCTL for firmware upgrades on PASS-
THROUGH devices.

5.2.3.2 Device Firmware Upgrade - SRT
The RST DRIVER provides an IOCTL for firmware upgrades on devices that are
the member disks/volumes of an Inte'® SRT configured system.

5.2.3.3 Device Firmware Upgrade - RAID
The RST DRIVER provides an IOCTL for firmware upgrades on devices that are

the members of RAID volumes.

53 14.7 Release

5.3.1 EFI Support for EFI_NVM_EXPRESS_PASS_THRU_PROTOCOL

The RST PRE-OS UEFI driver implements the
EFI_NVM_EXPRESS_PASS_THRU_PROTOCOL as per UEFI specification for all
Remapped NVMe PCle storage devices.

5.3.1.1 Exceptions in Pass-Thrugh Procotol Functions Availability
The RST PRE-OS UEFI does not expose functions BuildDevicePath () and
GetNamespace (), and returns EFI_UNSUPPORTED if the function is called.
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5.3.1.2 EFI_NVM_EXPRESS_PASS_THRU_PROTOCOL Installation

Location
The RST PRE-OS UEFI driver will install the
EFI_NVM_EXPRESS_ PASS THRU_PROTOCOL on the SATA controller's handle.

5.3.1.3 Configuration of Protocol "Attribute" Field

5.3.2

5.3.3

5.4

5.4.1

Notice!

54.1.1

The RST PRE-OS UEFI sets the protocol's "Attribute" field to either Logical or
Physical (as defined in the UEFI specification).

NVMe Commands support for
EFI_NVM_EXPRESS_PASS_THRU_PROTOCOL for pass-thru disks

The RST PRE-OS UEFI allows NVMe commands as per NVMe specification and vendor
specific commands to be passed to pass-thru Remapped NVMe PCle storage device,
except for the Format Command and Queue Management Commands.

NVMe Commands support for
EFI_NVM_EXPRESS_PASS_THRU_PROTOCOL for RAID and SRT

The RST PRE-OS UEFI only allows the following NVMe commands as per the NVMe
specification for SRT disks/volume member disks and RAID volume member disks:

e Identify

e Get Features

e Set Features

e Asynch Event Request

e Firmware Image Download
e Abort

14.6 Release

Intel® RST Private NVMe pass-through IOCTL support

A new private API architecture is introduced in release 14.6. This
architecture will be used for all RST releases going forward and is not
compatible with the API that was delivered with the RST 14.5 release.

The RST DRIVER provides a new private API that allows user-space applications to
send and execute NVMe commands to remapped PCIE NVMe devices. This new API is
based on the new IOCTL definition to implement NVMe pass-through channel.

Target Devices

Unsupported
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e Non-Remapped : PCle NVMe devices not configured using the Inte/® 100
Series or later chipset’s remapping technology are not supported by this
API

Supported

e Pass-through Disk : Single PCIe NVMe devices configured as Pass-
through (stand-alone) devices on platforms using the Inte/® 100 Series or
later chipset’s remapping technology

e RAID Arrays : PCle NVME devices configured as members of RAID Arrays

e Intel® SRT : PCle NVME devices configured as Cache_SSDs in Intel® Smart
Response Technology (Intel® SRT) configurations

5.4.1.2 Operating Systems

Supported
e Windows* 10 /64bit (TH, TH-2)
e Windows* 8.1 /64bit
¢ Windows* 8 /64bit
e Windows* 7 /64bit

5.4.1.3 Supported NVMe Commands

The Intel® RST NVMe Passthrough API allows to send commands listed below. All
other are rejected and request is returned with status
SRB_STATUS_INVALID_REQUEST.

¢ NVM Commands:
o Vendor Specific
o Flush
o Read

e Admin Commands:

Get Log Page

Identify

Get Features

Set Features:

= Power Management

= Temperature Threshold

= APST

o Vendor Specific commands

O O O O
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5.5 14.5 Release

5.5.1 NVMe pass-through IOCTL support

The RST DRIVER provides a private API that allows user-space applications to send
and execute NVMe commands to remapped PCIE NVMe devices. This hew API is based
on the new IOCTL definition to implement NVMe pass-through channel.

e Supported:

o Pass-through Disks
e Unsupported:

o RAID Volumes

o SRT Cache Devices

5.5.2 Adaptive D3 for Connected Standby (Windows 10)

The RST DRIVER provides API that allows a user-space application to send and
execute NVMe commands. New API is based on new IOCTL definition to implement
NVMe pass-through channel.

Beginning with the release of Microsoft Windows 10, in order to enable storage
devices with rotating media on Connected Standby systems the time period of
idleness (Idle Timeout) required to remove power to the device changes depending
upon varying factors. Thus this ‘Adaptive’ mechanism uses new algorithms to balance
power savings and device wear.

Once RST enables the Adaptive Idle Timeout feature it does nothing else with respect
to the feature. Windows Storport completely handles the adaptive timeout
mechanism.

o Enable Adaptive D3 Idle Timeout for Rotating Media Storage Devices
The RST DRIVER enables the adaptive D3 idle timeout feature for SATA rotating
media.

e Hard Disk Drives (HDD)
e Hybrid Hard Drives (SSHD)
e RAID Arrays
o Enable:
= RAID Arrays with only a single RAID volume
= RAID Array must be homogeneous (e.g. all array
members must be HDDs)

o Disable:
. MATRIX RAID volumes.
. MIXED RAID volumes.

e Disable Adaptive D3 Idle Timeout for:
The RST DRIVER always disables the adaptive D3 idle timeout for:

e Non-Rotating Media Storage Devices
o SATA SSDs
o PCle Remapped SSDs

e ATAPI Devices
o Tape Devices
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5.6

5.6.1

5.6.2

5.6.3

5.6.4

5.6.5

o ODDs
o ZPODDs

14.0 Release

NVMe Interface Version Compliance

The RST SOLUTION adheres to the NVMe Specification.

Accelerated Volume Criteria with Multiple Controllers

A volume must meet all the following criteria to be an ACCELERATED VOLUME:

Supported RAID Configurations:
e RAIDO, RAID1, RAID5, RAID10

HW: All its member disks must be on the PCH AHCI controller OR all its member disks
must be on the REMAPPED PCle controllers

RAID volume support with multiple controllers

RAID volumes are not allowed to have both PCH AHCI member drives and REMAPPED
PCIe member drives.

Remapped PCle Storage Device Support

A maximum of 3 REMAPPED PCle ports are allowed on the system which is SKU
dependent.

Supported Configurations for Remapped PCle Storage Devices

For the RST PRE-OS UEFI + UEFI CONFIG UTILITY, RST WINDOWS CONFIG
UTILITIES, and RST UI, the user is allowed to utilize a REMAPPED PCle Storage
Device only in the following configurations and will prevent the user from utilizing the
device in any other configuration:

1) Pass-through

2) Cache device

3) Extra space volume

4) RAID volume

5) RAID Spare
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5.6.6

5.6.7

5.6.8

5.6.9

5.6.10

5.6.11

5.6.12

5.6.13

Non-PCH Remapped AHCI Controller Devices

The RST SOLUTION only allows non-PCH REMAPPED AHCI controller target devices on
port 0 of the PCle add-in card and will ignore any devices present on any other ports
on the add-in card.

Port O corresponds to Ports Implemented (PI) bit 0. If bit 0 of PI is not set, no
remapped target device shall be surfaced.

Remapped PCIe Spare Support - RST UI

The RST UI will display an option to select available REMAPPED PCle SSDs and mark
them as spares.

Note: The option ROM does not support configuration of spares.

Remapped PCIe Spare Support - Driver

The RST DRIVER detects REMAPPED PCIe SSDs marked as spares.

MSI-X Support

The RST DRIVER implements MSI-X vectors for PCH AHCI devices
and REMAPPED PCle SSDs.

RRT volume support with multiple controllers

The RST SOLUTION cannot create RRT volumes using REMAPPED PCIe member
drives.

Pass-through remapped NVMe PCle Storage Device Support

The RST SOLUTION allows the use of remapped NVMe PCle STORAGE devices.

NVMe Admin Security Commands Support

The RST DRIVER supports admin security commands from NVMe specification.

NVMe Autonomous Power State Trans